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Journey #1 - Personal

• In 2013 I started as Network Analyst IV in 
Mallinckrodt Pharmaceuticals – Prague looking 
after the EMEA region

• In 2016 Mallinckrodt decided to build the 
production facility in Dublin



Journey begins



Journey begins

The task was to
• Design
• Build
• Configure
• Maintain







Journey ends in 2019



Final flight to Dublin



One journey ends, but another one begins

In 2019 starting as CTO at NIX.CZ

Devices needs replacement

Merging NIX.CZ and NIX.SK

Route server / Cluster instability

…and Covid-19 started



Journey ends, but another begins

Network in 2019
• 4 POPs
• 4 customer devices
• 2 cores



In 2020

Finished PoC with Cisco Nexus 9300
VxLAN / EVPN

Developing a transition plan

Adding two PoP in Slovakia

Adding PoP in Austria (Vienna)



RS configs rewritten by 
the INEX examples

Developing „own“ 
looking glass

Jinja2 templates



In 2021

State critical infrastructure
ISO27001 certification

Moving the Slovak part of the network 
to a new N9k switches

The first network connected with 400G 
interfaces



In 2022

Moving Czech part of the network to a 
new N9k switches

New core boxes 36 x 400G

Starting the automation and network 
statistics project



In 2023

Moving biggest PoP in Prague (2T of
traffic) to a new N9k switches

Adding PoP in Frankfurt to the network

Starting high precision data collection
project – 30s collections



In 2023

Upgrading most of the backbone links to 400G

• VIE- BRA 2x 400G
• VIE – PRG 1 x 400G + 3 x 100G
• PRG – BRA 4 x 100G + 1 x 400G
• PRG – FRA 1 x 400G
• VIE – FRA 1 x 400G



In 2024

Finishing migration to N9k

First version of new customer portal

Starting high precision data collection
project – 15s network snapshots



NIX.CZ historical traffic graph



NIX migration in numbers

3 technicians + 1 developer
9 PoPs
1300 new cables
10 new ODFs
43 new production switches
241 connected networks
97 QSFP-DD 400G interfaces
20+ Cisco TAC cases



NIX.CZ network topology



Network statistics – 15 s network samples

Traffic weather map

External Graphs

Internal Graphs

DME API

Influx API

Network device (Cisco Nexus 9300)

API

Netbox

Python 
code



Weathermap using InfluxDB

DME API 

Network device (Cisco Nexus 9300)

API

Netbox

Python 
code

Weathermap
template

Processed data with
template variables

Python 
HTTP 
API

Processing CDP, link 
speeds and loads



sFlow statistics

Traffic weather map

External Graphs

Internal Graphs

sFlow

Influx API

Network device (Cisco Nexus 9300)

API Netbox

Tapeer

„API“



A new customer portal



A new portal

HTTPs API

Frontend + API

BackendCaddy

Caddy

Frontend



List of services

User & roles

Company info

Main menu



Project Fenix

• Group of operators with high network security hygine
• Organizational, Technical and Operational requirements
• Mandatory RPKI, CoPP policy, DNSSEC, IPv6, RTBH etc…

• Operated as a separated infrastructure
• Self-testing on weekly basis – Fenix-checker



Project Fenix



Project Fenix



The Meet app



What’s next

• Communication and data sharing
• Open API for all the data
• New Ticketing system
• Maintenance Information via API
• Billing system

• Budget tracking
• Invoice tracking
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